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Compressive Sensing
(different sensing matrices)
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Measurement Parameters also unknown during training

Blind Unsupervised Training
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If measurement parameters per image are *random* and *diverse*
across the training set,

swap loss provides *full* supervision
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Experiments

• Compressive Sensing Reconstruction
  Non-blind unsupervised training

• Blind Motion Deblurring of Face Images
  Non-blind and Blind unsupervised training
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PSNR (dB)

<table>
<thead>
<tr>
<th>Compression Ratio</th>
<th>Supervised Baseline</th>
<th>Unsupervised</th>
</tr>
</thead>
<tbody>
<tr>
<td>1%</td>
<td>17.88</td>
<td>17.84</td>
</tr>
<tr>
<td>4%</td>
<td>22.61</td>
<td>22.20</td>
</tr>
<tr>
<td>10%</td>
<td>26.74</td>
<td>26.33</td>
</tr>
</tbody>
</table>
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<table>
<thead>
<tr>
<th>Dataset</th>
<th>Supervised Baseline</th>
<th>Unsupervised</th>
<th>Unsupervised Blind</th>
</tr>
</thead>
<tbody>
<tr>
<td>Helen</td>
<td>26.13</td>
<td>25.95</td>
<td>25.93</td>
</tr>
<tr>
<td>CelebA</td>
<td>25.20</td>
<td>25.09</td>
<td>25.06</td>
</tr>
</tbody>
</table>
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